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1 Introduction

Minimal surfaces have been studied for a long time, but still contain unsolved
aspects. Stimulated by the relevance for computer graphic and visualization,
there is actually an increasing interest to find suitable discrete analogs for known
geometric notions and shapes like minimal surfaces. Usually, one can suggest
various discretizations which have quite different properties. See [13, 35, 15, 24,
16, 6, 21] for a choice of examples from the huge variety of different approaches
for discrete minimal surfaces. We consider this class of surfaces in the context of
discrete differential geometry. The goal of this theory is to find a discretization
which inherits as many essential properties of the smooth theory as possible.

Our approach is based on the discretization of parametrized surfaces which
lead to quadrilateral meshes. In particular, we choose a parametrization where
the second fundamental form is diagonal. Such conjugate nets exist (locally)
for general surfaces in R3 and lead to discrete parametrized surfaces built from
planar quadrilateral faces, which are particular polyhedral surfaces. In addition
to the discrete surface we consider a line congruence at the vertices which can
be interpreted as a discrete Gauss map. This easily leads to parallel offset
meshes, see Figure 3 below. Comparing the areas of two such parallel planar
quadrilaterals can then be used to define discrete mean and Gaussian curvature
analogously as in the smooth case. This approach leads to a simple notion of
discrete minimal surfaces which contains several known definitions as special
cases.

We especially focus on discrete minimal surfaces whose discrete Gauss map
is given by a Koebe polyhedron, i.e. a polyhedral surface with edges tangent to
the unit sphere. This case is closely connected to the theory of S-isothermic
discrete minimal surfaces as studied in [1]. We remind the construction scheme
which, in particular, allows to build an analogon for (a finite part of) any given
smooth minimal surface.

S-isothermic discrete minimal surfaces can be constructed using suitable or-
thogonal circle patterns. These are configurations of circles for a given planar
graph G such that to each vertex of G there corresponds a circle. If two ver-
tices are connected by an edge in G then the corresponding circles intersect
orthogonally. The circles corresponding to the vertices of a face of G intersect
in one point. Furthermore, for any circle corresponding to an interior vertex
the disks filling the neighboring circles have mutually disjoint interiors. For the
construction of such circle patterns we use a variational principle from [5, 34].
This has advantages for the explicit calculation of examples and has been used
to create our various examples of Section 4.
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An important connection to the smooth theory is demonstrated by the con-
vergence of a large class of S-isothermic discrete minimal surfaces to their
smooth analogons. The main ideas are explained in Section 5; for a detailed
version and a proof see [10].

2 Discrete minimal surfaces

Every smooth immersed surface in R3 can (locally) be written as a parametriza-
tion, that is as a smooth mapping

F : R2 ⊃ D → R3, (x, y) 7→ F(x, y),

such that in any point the partial derivatives ∂xF and ∂yF are linearly inde-
pendent. We focus on special parametrizations where the second fundamental
form is diagonal, that is ∂xyF ∈ span(∂xF , ∂yF), where ∂xy denotes the mixed
partial derivative. Such parametrizations are also called conjugate nets. This
condition can be interpreted as the planarity of infinitesimal quadrilaterals with
vertices F(x, y), F(x+ ε, y), F(x+ ε, y + ε), F(x, y + ε). As a discrete analog,
it is therefore natural to consider discrete parametrized surfaces built from pla-
nar quadrilateral faces. The corresponding discrete parameter space will be a
special cell decomposition.

Recall that a cell decomposition of a two-dimensional manifold possibly with
boundary is a graph embedded in the manifold such that the complement of the
graph is (topologically) a disjoint union of open disks. Thus, a cell decompo-
sition decomposes a two-dimensional manifold into vertices, edges, and faces.
The sets of vertices and edges will be denoted by V and E respectively. The cell
decomposition is called regular, if it has no loops (edges with the same vertex
on both ends), and if the boundary of a face contains an edge or vertex at most
once. A regular cell decomposition is called strongly regular if two edges have at
most one vertex in common at their boundaries, and if two faces have at most
one edge or one vertex in common at their boundaries.

Definition 2.1. A strongly regular cell decomposition D of a two-dimensional
oriented manifold possibly with boundary is called a quad-graph, if all 2-cells
(faces) of D are embedded, carry the same orientation, and are quadrilaterals,
that is there are exactly four edges incident to each face. See Figure 1 for an
example.

A mapping F : D → R3 from a quad-graph D is called a quadrilateral surface
if each face of D is mapped by F to a planar quadrilateral in R3, see Figure 2.

Given a smooth immersed surface F : R2 ⊃ D → R3 there exists in every
point a normal direction, i.e. a line orthogonal to the surface. In fact, there is
even (locally) a smooth map N : D → S2, called Gauss map, such that N (p)
is orthogonal to the surface at F(p). As a discrete analogon of normals to a
surface we introduce lines at the vertices building a line congruence:

Definition 2.2. Let L3 be the space of affine lines inR3 and denote by L3(p) the
subset of affine lines in R3 passing through the point p ∈ R3. A line congruence
for a quadrilateral surface F : D → R3 is a mapping ` : V (D) → L3 which
assigns to every vertex v ∈ V (D) an affine line `(v) ∈ L3(F (v)) such that for
neighboring vertices vi, vj the corresponding lines `(vi) and `(vj) are coplanar,
i.e. intersect or are parallel.
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Figure 1: Example of a quad-graph

Figure 2: Example of a quadrilateral surface

Remark 2.3. Line congruences belong to projective geometry. Therefore, in-
stead of affine lines in L3, it is natural to consider the space of lines in RP3.

Given a quadrilateral surface F : D → R3 with a line congruence ` note that
for every edge e = [v1, v2] ∈ E(D) joining the vertices v1, v2 the lines `(v1) and
`(v2) and the edge of the surface F ([v1, v2]) are coplanar. Therefore one can
easily construct parallel surfaces to F , see Figure 3 (left).

Conversely, given two such parallel quadrilateral surfaces F1 and F2, we can
easily obtain a line congruence by adding lines through corresponding points.
Furthermore, the vectors joining the points corresponding to the same vertex v
can be interpreted as a generalized discrete Gauss map N(v) = F2(v) − F1(v).
Now consider these vectors for one face of the quadrilateral surface F1 and
translate the vectors within that face such that they all start at one vertex,
see Figure 3 (right). Their endpoints still lie in the corresponding plane of the
parallel surface F2. Thus moving all vectors N(v) such that they all start at
the origin we again obtain a quadrilateral surface N : D → R3 parallel to F1

and F2.
These reasonings show that for a given quadrilateral surface F we can iden-

tify a line congruence ` with a one parameter family λN for λ 6= 0 of associated
generalized discrete Gauss maps by `(v) = {F (v) + µN(v) : µ ∈ R} for every
vertex v.

Definition 2.4. A quadrilateral surface F : D → R3 with a generalized discrete
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Figure 3: Left: Planar face of a quadrilateral surface F with line congruence
` and a corresponding parallel face (dashed lines), Right: Corresponding face of
the associated generalized discrete Gauss map N

Gauss map N : D → R3, i.e. a parallel quadrilateral surface N , is called a line
congruence net (F,N).

2.1 Discrete curvatures

Given a smooth surface F with its Gauss map N , a parallel surface Ft can
(locally) be defined by the formula Ft = F + tN for sufficiently small t ∈ R.
The classical Steiner formula states that the infinitesimal area of the parallel
surface Ft is the quadratic polynomial

dA(Ft) = (1− 2tH + t2K)dA(F). (1)

Here dA(F) denotes the infinitesimal area of the surface F and H and K are its
mean and Gaussian curvature respectively. See also Chapter ?? of this volume.

For quadrilateral surfaces, parallel offset surfaces or equivalently a general-
ized discrete Gauss map can be used in an analogous way to define Gaussian
and mean curvature.

First we note that the oriented area functional A(P ) of a planar polygon
P is a quadratic form. The corresponding symmetric bilinear form A(P,Q) is
called mixed area. It will be important for the following theory and may be
obtained as follow.

Consider two planar polygons P = (p0, . . . ,pk−1) and Q = (q0, . . . ,qk−1)
with vertices pi and qi respectively and whose corresponding edges are parallel.
Then A(P,Q) = 1

2 (A(P+Q)−A(P )−A(Q)) where P+Q = (p0+q0, . . . ,pk−1+
qk−1) is the polygon obtained by pointwise addition. For further use, we express
the mixed area using the determinant. Let n be the unit normal vector of the
parallel planes containing the polygons P and Q. Then

A(P,Q) =
1

4

k−1∑
j=0

[det(pj ,qj+1,n) + det(qj ,pj+1,n)]. (2)

Given a line congruence net (F,N), consider one quadrilateral face f with
area A(f) 6= 0. Denote by n the corresponding face of the surface N . Then the
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one parameter family of parallel offset faces is ft = f + tn for t ∈ R. The area
of ft is

A(ft) = A(f + tN, f + tN) =

(
1 + 2t

A(f, n)

A(f)
+ t2

A(n)

A(f)

)
A(f). (3)

Comparing this equation with the corresponding formula for smooth surfaces (1)
leads to the following curvature definitions on faces, see [25, 4].

Definition 2.5. Let (F,N) be a line congruence net such that the faces of F
are not degenerate, i.e. A(f) 6= 0. Then the discrete Gaussian curvature K and
the discrete mean curvature H are defined by

K =
A(n)

A(f)
and H = −A(f, n)

A(f)
. (4)

Here f denotes a quadrilateral face of F and n is the corresponding face of N .

Note that the Gaussian curvature is defined as the quotient of the areas of
the Gauss image and of the original surface analogously as in the smooth case.
Moreover, as for a quadrilateral surface with a line congruence the generalized
Gauss map is only defined up to a common factor, the curvatures at faces are
also defined up to multiplication by a common constant.

The principle curvatures κ1, κ2 are in the smooth case defined by the for-
mulas H = (κ1 + κ2)/2 and K = κ1κ2 as the zeros of the quadratic polynomial
(1− 2tH + t2K) = (1− tκ1)(1− tκ2).

Discrete principle curvatures can be defined in an analogons way in the
following case. Let (F,N) be a line congruence net such that all faces of F
are non-degenerate and all quadrilaterals of F are convex (or equivalently all
quadrilaterals of N are convex), that is the vertices of every face are on the
boundary of their convex hull. Then the discrete principle curvatures κ1, κ2
on the faces are the zeros of the quadratic polynomial (1 − 2tH + t2K) =
(1−tκ1)(1−tκ2) where H and K are the discrete mean and the discrete Gaussian
curvature respectively. Note that in this case H2−K ≥ 0 and Minkowski’s first
inequality A(f, n)2 −A(f)A(n) ≥ 0 applies, see [29].

Using these definitions, one easily obtains special classes of quadrilateral
surfaces. This article focuses on discrete minimal surfaces:

Definition 2.6. A line congruence net (F,N) is called a discrete minimal sur-
face if H = 0 for all faces.

2.2 Characterization of discrete minimal surfaces

Lemma 2.7. A line congruence net (F,N) is a discrete minimal surface if and
only if the mixed areas vanish, A(f, n) = 0, for all quadrilaterals f of F and the
corresponding quadrilaterals n of N .

Thus, we first study planar quadrilaterals P , Q with parallel edges whose
mixed area vanishes, A(P,Q) = 0, and which are called dual.

Lemma 2.8. For every planar quadrilateral there exists a dual one. For non-
zero quadrilaterals the dual is unique up to scaling and translation.

Furthermore two planar quadrilaterals P = (p0, . . . ,p3) and Q = (q0, . . . ,q3)
with parallel corresponding edges are dual to each other if and only if their di-
agonals are antiparallel, that is p2 − p0 ‖ q3 − q1 and p3 − p1 ‖ q2 − q0.
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Proof. In the following, we will only consider quadrilaterals with non-zero edges.
The degenerate cases can easily be treated using projective geometry.

We first show the characterization of dual quadrilaterals by their diagonals.
Using equation (2) and and the multilinearity of the determinant we obtain

4A(P,Q) = det(p0 − p2,q1 − q3,n) + det(p1 − p3,q2 − q0,n).

As corresponding edges pi+1−pi and qi+1−qi (for indices (mod 4)) are parallel,
we further deduce

det(p0 − p2,q1 − q3,n) = det(p1 − p3,q2 − q0,n),

which proves the claim.
The conditions of antiparallel diagonals for dual quadrilaterals show the

uniqueness claim, as Q is already fixed by specifying q0 ∈ R3 and a common
scaling factor λ 6= 0.

Existence of a quadrilateral dual to a non-zero quadrilateral P can be seen
as follows. Let m be the intersection point of the diagonals of P and define the
two diagonal directions

e1 =
p0 −m

‖p0 −m‖
= − p2 −m

‖p2 −m‖
and e2 =

p1 −m

‖p1 −m‖
= − p3 −m

‖p3 −m‖
.

Set

Q∗ = (q∗0, . . . ,q
∗
3) :=

(
− e2
‖p0 −m‖

,− e1
‖p1 −m‖

,
e2

‖p2 −m‖
,

e1
‖p3 −m‖

)
.

Then Q∗ is a planar quadrilateral whose diagonals are antiparallel to those of P
by construction. Furthermore, the edges of Q∗ are parallel to the corresponding
edges of P . We just show this for one edge as the other cases are analogous.

q∗1 − q∗0 = − e1
‖p1 −m‖

+
e2

‖p0 −m‖
=

p1 − p0

‖p0 −m‖‖p1 −m‖

Although dual quadrilaterals always exist locally, global dualization requires
additional properties in order to result again in a surface.

Definition 2.9. A quadrilateral surface F : D → R3 is called a discrete Koenigs
net if it admits a dual net F ∗ : D → R3, i.e. F ∗ is a quadrilateral surface such
that corresponding quadrilaterals of F and F ∗ are dual.

There are further characterizations of Koenigs nets, in particular in projec-
tive geometry, see for example [7, Chapter 2.3] for more details.

Theorem 2.10. Let F be a discrete Koenigs net. Then the line congruence net
(F,N) with N = F ∗ is a discrete minimal surface.

Proof. By Lemma 2.7 we know that H = 0 is equivalent to A(f, n) = 0 for all
corresponding faces f of F and n of N . This holds by the definition of the dual
surface N = F ∗.
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For smooth minimal surfaces F the characterization N = F∗ for the Gauss
map N is due to Christoffel [12], for a modern treatment see for example [18].

In order to obtain a discrete Gauss map N which is related to the unit sphere
S2 as for its smooth analogon, one may consider spherical polyhedra. There are
three natural types of such polyhedra with

vertices on S2:

In this case ‖N(v)‖ = 1 and for all parallel surfaces Ft = F+tN the distance
between corresponding vertices is constant.
Furthermore, we obtain a circular net N : D → S2, that is for every quadri-
lateral exists a circle through its vertices. The dual net F = N∗ is then also
a circular net, see [7] for a proof and more details.

faces tangent to S2:

In particular, for every vertex of the polyhedron the incident faces are tangent
to a cone of revolution touching S2. Thus we have a conical net and this
property is conserved by dualization, see [25] for more details.

edges tangent to S2, called Koebe polyhedra:

In this case every face of N intersects S2 in a circle which touches the bound-
ary edges of the face from inside.

Figure 4: Three possible types of spherical polyhedra

Note that from circular nets in S2 one obtains discrete minimal surfaces
which have been defined in [2]. Moreover, circular nets belong to Moebius
geometry whereas conical nets are part of Laguerre geometry.

In the following, we will only consider Koebe polyhedra further. These are
closely connected to the theory of circle patterns. Above, we have already iden-
tified a family of touching circles on S2 corresponding to the faces of the Koebe
polyhedron. There is another family of circle corresponding to the vertices.
Consider every vertex of the Koebe polyhedron as the apex of a cone which
touches S2. The intersections of the cones with S2 are circles which touch at
points where the edges of the Koebe polyhedron touch S2. Moreover, the circles
corresponding to faces intersect the circles corresponding to vertices orthogo-
nally at these touching points.

Conversely, to an orthogonal circle pattern in S2 we can associated a Koebe
polyhedron by choosing one family of touching circles as above and adding the
corresponding cones. Their apices are the vertices of the polyhedron which are
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by construction connected by edges touching S2. Thus to an orthogonal circle
pattern there are associated two corresponding Koebe polyhedra.

Furthermore, instead of cones, we may consider the spheres with centers at
the vertices of a Koebe polyhedron which intersect S2 orthogonally. This also
leads to the same family of circles as for the touching cones. Also, Koebe poly-
hedra are thus discrete S-isothermic surface which were originally introduced
in [3] and will be explained in the following.

Definition 2.11. Let D be a bipartite quad-graph, that is the vertices are
colored white and black such that every edge is incident to one white and one
black vertex. D is called a S-quad-graph if all interior black vertices have degree
4 and if the white vertices can be labelled ©c and ©s in such a way that each
quadrilateral has one white vertex labelled©c and one white vertex labelled©s .
Furthermore, the ©c -labelled white vertices have degree 4 and the ©s -labelled
white vertices have even degree.

Let D be an S-quad-graph and let Vb(D) be the set of all black vertices.
A discrete S-isothermic surface is a map Fb : Vb(D) → R3 with the following
properties:

(i) If v1, . . . , v4 ∈ Vb(D) are the neighbors of a ©c -labelled vertex in cyclic
order, then Fb(v1), . . . , Fb(v4) lie on a circle in R3 in the same cyclic order.
This defines a map from the ©c -labelled white vertices to the set of circles
in R3.

(ii) If v1, . . . , v2m ∈ Vb(D) are the neighbors of a ©s -labelled vertex in cyclic
order, then Fb(v1), . . . , Fb(v2m) lie on a sphere in R3. This defines a map
from the ©s -labelled white vertices to the set of spheres in R3.

(iii) If vc and vs are the©c -labelled and the©s -labelled vertices of a quadrilat-
eral of D , the circle corresponding to vc intersects the sphere corresponding
to vs orthogonally.

Given an S-quad-graph D , we can construct an associated graph D©s by taking

as vertices all©s -labelled white vertices. Two such vertices are connected by an
edge in D©s if they are incident to the same black vertex in D . If Fb : Vb(D)→
R3 is a discrete S-isothermic surface, the central extension of Fb is the discrete
quadrilateral surface F : V (D©s )→ R3 defined by

F (v) = the center of the sphere corresponding to v.

By abuse of notation, we also call F a discrete S-isothermic surface.

Theorem 2.12. Every discrete S-isothermic surface is a Koenigs net (i.e. du-
alizable).

Proof. As the vertices of the quad-graph D©s have even degree, the edges can be

labelled + and − such that opposite edges of every quadrilateral carry the same
label. Given the centers of spheres c and the radii r of a discrete S-isothermic
surface F , define new centers of spheres c∗ and radii r∗ by

r∗(v) =
1

r(v)
and c∗(v1)− c∗(v0) = ±c(v1)− c(v0)

r(v1)r(v0)
, (5)
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where the sign ± is given by the label of the edge [v1, v0] ∈ E(D©s ).

We first show that this definition leads indeed to a quadrilateral surface F ∗.
In particular, we need to show that for any quadrilateral of F we get a new cor-
responding quadrilateral of F ∗ by (5). Let c0, c1, c2, c3 and r0, r1, r2, r3 be the
centers of spheres and the corresponding radii of a quadrilateral of F enumer-
ated in counterclockwise orientation. By assumption there is a circle inscribed
in this quadrilateral with center m and radius R. It touches the boundary
edges at the points p01, p12, p23, p30 where pij = ci + ri

cj−ci
ri+rj

are images of black

vertices. See Figure 5. Note that the quadrilaterals Pi = (ci, pi,i+1,m, pi−1,i),
where all indices are taken (mod 4), are orthogonal rhombi. Now scale Pi by

p01

c1

p12

c2

p23

p30

m

c0

c3

Figure 5: A quadrilateral face of an S-isometric surface

1/(Rri) and reflect it in the edge labelled +. The new orthogonal rhombi P ∗i
then have two edges of length 1/R and another two of length r∗i = 1/ri. By
suitable translations these orthogonal rhombi P ∗i may be combined into a new
quadrilateral face with an inscribed circle with radius 1/R. The correspond-
ing vertices c∗0, . . . , c

∗
3 of this quadrilateral then satisfy (5) by construction and

‖c∗i+1 − c∗i ‖ = r∗i+1 + r∗i for the radii r∗0 , . . . , r
∗
3 .

Therefore it remains to show that corresponding quadrilaterals of F and F ∗

are dual. Using the above notations, it is by Lemma 2.8 sufficient to show that

c∗1 − c∗3 ‖ c2 − c0 ⇐⇒ c∗1 − c∗0 + c∗0 − c∗3 ‖ c2 − c0,

where ‖means that the vectors are parallel. By the definition of c∗ this condition
is equivalent to

c1 − c0
r0r1

+
c3 − c0
r3r0

‖ c2 − c0. (6)

As F ∗ is a quadrilateral surface, we have with the definition of c∗

1

r0

(
c1 − c0
r1

+
c3 − c0
r3

)
=

1

r2

(
c2 − c3
r1

+
c2 − c1
r3

)
⇐⇒

(
1

r1
+

1

r3

)
(c2 − c0) =

(
r2
r0

+ 1

)(
c1 − c0
r1

+
c3 − c0
r3

)
.

This immediately shows that condition (6) holds.

Definition 2.13. An S-isothermic discrete minimal surface (or discrete mini-
mal surface of Koebe type) is an S-isothermic discrete surface F : V (D©s )→ R3

whose dual surface is a Koebe polyhedron.
The associated family Fϕ of an S-isothermic discrete minimal surface F0

consists of the one-parameter family of discrete surfaces that are obtained by
the following construction. Before dualizing the Koebe polyhedron, rotate each
edge by an equal angle ϕ in the plane which is tangent to the unit sphere in the
point where the edge touches the unit sphere, see Figure 6.
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ϕ

S

rj+1vj

n

rj

wj

v
(ϕ)
j

Figure 6: The vector v
(ϕ)
j is obtained by rotating vj in the tangent plane to

the sphere S at cj .

This definition implies that the discrete associated family keeps essential
properties of the smooth associated family. In particular, the surfaces are iso-
metric and have the same Gauss map.

Theorem 2.14 ([1, Theorem 8]). The discrete surfaces Fϕ of the associated
family of an S-isothermic discrete minimal surface F0 consist of touching spheres.
The radii of the spheres do not depend on ϕ.

In the generic case, when the S-quad-graph is a part of the regular square
grid, there are also circles through the points of contact. The normals of these
circles do not depend on ϕ.

3 Construction of Koebe polyhedra and discrete
minimal surfaces

Definition 2.13 leads to the following construction scheme for discrete minimal
analogs of known smooth minimal surfaces, see also [1].

Step 1: Consider a smooth minimal surface together with its conformal curva-
ture line parameterization. Map the curvature lines to the unit sphere
by the Gauss map to obtain a qualitative picture. The goal is to
understand the combinatorics of the curvature lines.

From the combinatorial picture of the curvature lines we choose finitely
many curvature lines to obtain a finite cell decomposition of the unit
sphere S2 (or of a part or of a branched covering of S2) with quadrilat-
eral cells. The choice of the number of curvature lines corresponds to
the level of refinement (and possibly to the choice of different length
parameters). Generically, all vertices have degree 4. Exceptional ver-
tices correspond to umbilic or singular points, ends or boundary points
of the minimal surface. So the cell decomposition (or a suitable sub-
division) leads to an S-quad-graph which provides a combinatorial
conformal parameterization.

Step 2: Given the combinatorics from step 1, construct an orthogonal spher-
ical circle pattern where circles correspond to white vertices of the
S-quad-graph. If two vertices are incident to the same face the corre-
sponding two circles intersect orthogonally. Circles corresponding to
vertices which are not incident to the same face, but to the same black
vertex touch. The interiors of the disks filling such touching circles are
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disjoint. At boundary vertices we use information about the smooth
minimal surface to specify angles. Ends have also to be taken care of
but we do not consider this case further.

Step 3: From the circle pattern, construct the Koebe polyhedron. Choose half
of the circles, that is those corresponding to white vertices labelled
©c or those labelled ©s . The two choices lead to different discrete
surfaces close to each other. Take these circles and build the spheres
which intersect S2 orthogonally in these circles. Then build the Koebe
polyhedron by joining the apices corresponding to touching circles.

Step 4: Dualize the Koebe polyhedron to arrive at the desired discrete minimal
surface.

Note that we obtain the geometry (discrete minimal surface) from the com-
binatorics of the curvature lines (and eventually some boundary conditions).
Therefore the first two steps are most important and may require some care.
In Section 3.2, we present some more details on how to find the combinatorics
of the curvature lines and the boundary conditions for the concrete examples
presented in Section 4. Also note that the dualization may be impossible for
the whole Koebe polyhedron. Then we first cut the polyhedron along suitable
edges.

3.1 Construction of Koebe polyhedra and spherical circle
patterns

Given the combinatorics, there remains the task to construct the corresponding
spherical circle pattern and the Koebe polyhedron. The existence of Koebe
polyhedra was first studied by Koebe [20]. There are several generalizations of
Koebe’s theorem, for example

Theorem 3.1. Every polytopal cell decomposition of the sphere can be realized
by a polyhedron with edges tangent to the sphere. This realization is unique up
to projective transformations which fix the sphere.

A proof of this theorem has been given in [9], see also [31, 28, 5] for general-
izations. [5] contains a variational proof. A suitable stereographic projection of
the orthogonal circle pattern on S2 which corresponds to the sought-after poly-
hedron is shown to be the critical point of a strictly convex functional. This
implies existence and uniqueness. By its explicit formula the functional is also
easy to compute and therefore particularly suitable for explicit constructions.
Furthermore, an adaption of the functional can be used to compute planar cir-
cle patterns with given angles at boundary vertices corresponding to Neumann
boundary conditions.

As orthogonal circle patterns are crucial for our construction, we specify this
notion.

Definition 3.2. Let D be a bipartite quad-graph. Let G be the associated
graph constructed from all white vertices of D , that is V (G) = Vw(D). Two
vertices of G are connected by an edge if they are incident to the same face in
D .
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An orthogonal planar circle pattern for D or G is a configuration of circles
in the complex plane C, such that to each white vertex of Vw(D) = V (G) there
corresponds a circle (all with the same orientation). If two white vertices are
incident to the same face in D , i.e. are incident in G, the corresponding circles
intersect orthogonally. Furthermore, if two white vertices are incident to the
same black vertex of Vb(D), but are not incident to the same face in D , the
corresponding circles touch and have disjoint interiors.

Remark 3.3. Note that an orthogonal planar circle pattern for D exists only
if all black vertices have degree 4. For the graph G this means that all faces are
quadrilaterals.

The notion of orthogonal circle patterns may easily be generalized, for ex-
ample to spherical or hyperbolic geometry. Accordingly, a spherical orthogonal
circle pattern for D or G is a configuration of circles on the sphere S2 inter-
secting orthogonally corresponding to the combinatorics of D or G respectively
analogously as for an orthogonal planar circle pattern. In other terms, spherical
orthogonal circle patterns for D or G and orthogonal planar circle patterns for
D or G are related by a suitable orthogonal projections.

Theorem 3.4. Let D be a strongly regular cell decomposition of a compact ori-
ented surface with or without boundary which is a bipartite quad-graph. Let G be
the associated graph built from all white vertices. Let Φ ∈ (0,∞)V be a function
on the set V = V (G) of vertices of G which correspond to the white vertices of
D such that Φ(v) = 2π for interior vertices v ∈ V (G). Φ prescribes for bound-
ary vertices of G the Neumann boundary conditions. A planar orthogonal circle
pattern corresponding to these data exists if and only if the following condition
is satisfied:

If V ′ ⊆ V is any nonempty set of vertices and E′ ⊆ E = E(G) is the set of
all edges which are incident with any vertex v ∈ V ′, then∑

v∈V ′

Φ(v) ≤
∑
e∈E′

π,

where equality holds if and only if V ′ = V .
If it exists, the orthogonal circle pattern is unique up to similarities.

See [5] for a proof of a more general statement.
Theorem 3.4 is useful for the application of Step 2 of our construction scheme

above as we usually do not obtain in Step 1 a cell decomposition of the whole
sphere but only of a part. In order to construct the Koebe polyhedron, the
main task is to suitably specify the corresponding boundary conditions after
stereographic projection.

However, for the examples presented in Section 4 the boundary conditions
are simplest for the spherical circle patterns. Therefore, we have actually used
a method developed by Springborn for calculating the spherical circle patterns
directly by a variational principle, see [1, Section 8] or [34] for more details. The
solutions of the spherical circle pattern problem with given boundary angles
are in one-to-one correspondence with the critical points of another functional.
Since this functional is not convex and has negative index at least one, the
critical points cannot be obtained by simply minimizing the functional. In
order to numerically compute the spherical circle pattern, a convenient reduced
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functional is used instead. Existence and uniqueness of a solution are not yet
proven. Nevertheless, this method has proven to be amazingly powerful, in
particular to produce the spherical circle patterns for the examples in Section 4.
More details concerning the implementation can be found in [33].

3.2 Construction of S-isothermic discrete minimal sur-
faces with special boundary conditions

In the following we explain some details of how to perform the first step (find-
ing the combinatorial parametrization and boundary conditions) of the general
constructions scheme for S-isothermic discrete minimal surfaces. We restrict
ourselves to examples with boundary conditions specified below (Schwarzian
chains).

3.2.1 Boundary conditions and reduction of symmetries

We consider the family of smooth minimal surfaces which are bounded by a
closed curve consisting of finitely many arcs of positive length each of which

either (i) lies within a plane which intersects the surface orthogonally. Then
this boundary arc is a curvature line and the surface may be continued
smoothly across the plane by reflection in this plane.

or (ii) lies on a straight line. Then this boundary arc is an asymptotic line
and the surface may be continued smoothly across this straight line
by 180◦-rotation about it.

In each case the image of the boundary arc under the Gauss map is (a part of)
a great circle on the unit sphere. The implications in (i) and (ii) are well-known
properties of smooth minimal surfaces (Schwarz’s reflection principles); see for
example [14].

Since the boundary conditions are translated into angle conditions for bound-
ary circles, an S-isothermic discrete minimal surface may also be continued by
reflection in the boundary planes or by 180◦-rotation about straight boundary
lines. In particular, the boundary circles of the spherical circle pattern intersect
the corresponding great circle orthogonally.

Thus in order to simplify the construction of a discrete analog, we only
consider a fundamental piece of the smooth (and the discrete) minimal surface.
This piece of the surface is bounded by planar curvature lines and/or straight
asymptotic lines (like the whole surface itself) and the whole surface is obtained
from the fundamental piece by successive reflection/rotation in its boundary
planes/lines and the new obtained boundary planes/lines. Furthermore, there
is no strictly smaller piece with this property.

3.2.2 Combinatorics of curvature lines

Given a fundamental piece of a smooth minimal surface, first determine

• a combinatorial picture of the image of the boundary arcs under the Gauss
map (which are parts of great circles on S2),

• the angles between different boundary arcs on S2,
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• and eventually the lengths of the boundary arcs on S2 if the angles do
not uniquely determine the boundary curve on S2 (up to rotations of the
sphere). This case is more difficult; see Remark 3.5.

π

α curvature line
asymptotic line
umbilic point

angles of the boundary
configuration on S2:
q = right angle, α = π/3

Figure 7: A combinatorial picture of the boundary conditions on S2 of a
fundamental piece of Schwarz’s H surface.

Second, from the smooth curvature line parametrization we deduce the fol-
lowing conditions.

(1) Umbilic and singular points are taken from the smooth minimal surface,
but only their combinatorial locations matter. The smooth surface also
determines the number of curvature lines meeting at these points. For
interior umbilic or singular points, we additionally have to take care how
many times the interior region is covered by the Gauss map. This case does
not occur in any of the examples presented in Section 4, so we assume for
simplicity that all umbilic or singular points lie on the boundary.

(2) At a regular intersection point of a boundary curvature line and a bound-
ary asymptotic line possibly additional curvature lines are taken from the
smooth surface (depending on the intersection angle).

(3) The curvature lines of the combinatorial parametrization divide the domain
into combinatorial squares. The only exceptions are combinatorial triangles
formed by two curvature lines and by an asymptotic line on the boundary.

Hence, first determine all special points from conditions (1) and (2) and
continue the additional curvature line(s) meeting at these points. In this way,
the combinatorial domain is divided into finitely many subdomains such that
condition (3) holds and the discrete curvature lines correspond to or approximate
the smooth (infinite) curvature line pattern; see Figure 8 (left).

Given this coarse subdivision the parametrization of the subdomains is ob-
vious. The only additional conditions occur at common boundaries of two sub-
domains, where the number of crossing curvature lines has to be equal on both
sides. The remaining free integer parameters of the discrete minimal surface
correspond to smooth parameters of the continuous minimal surface such as
scaling or quotients of lengths (for example of the boundary curves).

Remark 3.5. By construction, the free parameters of the combinatorial curva-
ture line parametrization take integer values and the number of (quadrilateral)
subdomains is finite. Also, all combinatorial curvature lines are closed modulo
the boundary. In general these properties do not hold for curvature lines of
smooth minimal surfaces. Furthermore, there may be dependencies between
the numbers of curvature lines of different types which have to be approximated
by the choice of the free integer parameters of the combinatorial curvature line
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curvature line
asymptotic line
umbilic point

m

n

Figure 8: A combinatorial conformal parametrization of a fundamental domain
of Schwarz’s H surface.

parametrization. These three aspects affect the different appearances of the
smooth minimal surfaces and its discrete minimal analog.

In the special case that the smooth curvature lines are closed modulo the
boundary and the combinatorial curvature line parametrization has only one
free parameter (corresponding to overall scaling), the discrete minimal analog
will have exactly the same boundary planes/straight lines (up to translation
and scaling). In this way we can construct some triply-periodic S-isothermic
discrete minimal analogs to triply-periodic minimal surfaces.

4 Examples of discrete minimal surfaces

In the following, the construction of discrete minimal surfaces explained in Sec-
tions 3 and 3.2 is applied to some examples. In each case we present the bound-
ary conditions and deduce suitable reduced conditions, a combinatorial picture
of the curvature and/or the asymptotic lines and the image of the reduced
boundary conditions under the Gauss map. If this image is uniquely deter-
mined by the intersection angles between arcs of great circles (up to rotation of
the sphere), then the corresponding spherical circle pattern will also be unique
(due to the simple combinatorics). This is the case in 4.1–4.6, for symmetric
quadrilaterals and for the cubic frames considered in 4.7.3. Reflection in straight
boundary lines and/or boundary planes results in triply periodic discrete min-
imal surfaces analogously as for smooth surfaces. This is the case in 4.3–4.6
without generalizations and in 4.1, 4.2 and 4.7.3 for special cases. The Figures
often show one cubical unit cell of the periodic lattice.

Pictures of the corresponding smooth minimal surfaces can be found in text-
books like [14, 23], in [19], on Brakke’s web-page [8], or in some of the original
treatises cited below.

Notation. For the combinatorial pictures of the curvatures lines we use the
following notation.

curvature line Angles of the boundary
asymptotic line configuration on S2:
umbilic point q right angle

n,m,k,l integer parameters of α, β, γ, δ, η given angles
curvature or asymptotic lines
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4.1 Gergonne’s surface

Gergonne’s surface traces back to J. D. Gergonne [17], who posed the first
geometric problem leading to minimal surfaces with free boundaries in 1816. A
correct solution was only found by H. A. Schwarz in 1872; see [32, pp. 126–148].

Figure 9: Discrete Gergonne’s surface with α = π
6 (left, case 3 of Figure 10(d)

with m = 1, n = 3) and α = π
4 (right, case 2 of Figure 10(d) with n = 4).

Boundary conditions: Given a cuboid take two opposite faces as boundary
faces and non-collinear diagonals of two other opposite faces, as in Figure 10(a).
Then the two axes of 180◦-rotation symmetry (see Figure 10(b)) will lie on the
minimal surface and cut it into four congruent fundamental pieces bounded by
three straight asymptotic lines and one planar curvature line; see Figure 10(c).
Its images under the Gauss map are spherical triangles with angles π

2 , π
2 , and

α.

straight boundary line planar boundary face

a

b

c

(a) Boundary conditions.

a

b

c

(b) Symmetry axes.

π

α

(c) Reduced bound-
ary conditions.

m

n n n

m

n

m

(d) Different types of combinatorial conformal parametrizations.

Figure 10: Gergonne’s surface: boundary conditions and combinatorial con-
formal parametrizations.
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A combinatorial picture of the asymptotic lines or of the curvature lines
is shown in Figure 10(d). The two parameters correspond to the free choice
of two length parameters of the cuboid, given the angle (π2 − α) between the
diagonal and the planar boundary face. If α = π

4 , the minimal surface can be
continued by reflection and rotation in the boundary faces/edges to result in a
triply periodic (discrete) minimal surface.

4.2 Schwarz’s CLP surface

Schwarz’s CLP surface is one of the triply periodic minimal surfaces already
constructed by H. A. Schwarz, see [32, vol. 1, pp. 92–125]. The name CLP
is due to A. Schoen [30]. He considered the labyrinth formed by the periodic
surface and associated the name to properties of the underlying spatial lattice.

Figure 11: A generalization of Schwarz’s CLP surface (left, α = 2π
3 , m =

5, n = 1) and Schwarz’s CLP surface (right, α = π
2 , m = 5, n = 1).

Boundary conditions: Consider a frame of two pasted rectangles (with edge
lengths a, b, c) which enclose an angle α ∈ (0, π), as in Figure 13 (left). Then
there is a plane of reflection symmetry orthogonal to the sides with length a and
a corresponding planar curvature line. If b = c there is another plane of reflection
symmetry through both corners with angle α and yet another curvature line.
This curvature line persists if b 6= c. The image of a fundamental domain for
the generic case b 6= c under the Gauss map is a spherical triangle with angles
π
2 , π

2 , and (π − α).
The combinatorics of curvature lines of one fourth of the surface are de-

picted in Figure 13 (right). The two integer parameters correspond to the two
boundary lengths of the first rectangle. Thus for the whole frame there are three
parameters corresponding to the three lengths a, b, c. If α = π

2 the surface can
be continued across its boundaries to build a triply periodic discrete minimal
surface. Figure 12 shows a cubical unit cell.

4.3 Schwarz’s D surface

Schwarz’s D surface is another triply periodic minimal surfaces already con-
structed by H. A. Schwarz, see [32, vol. 1, pp. 92–125]. The surface was named
D by A. Schoen because its labyrinth graphs are 4-connected ’diamond’ net-
works.
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Figure 12: Schwarz’s CLP surface

α

a

c

b

n m

α

Figure 13: A generalization of Schwarz’s CLP surface: boundary frame (left)
and combinatorics of curvature lines (right).

Boundary conditions: From the edges of a cuboid take a closed boundary
frame as in Figure 15 (left). The three straight lines of 180◦-rotation symme-
try lying within the minimal surface and one of the three planes of reflection
symmetry orthogonal to the boundary frame which give planar curvature lines
are depicted in Figure 15 (left). Therefore a fundamental piece is a triangle
bounded by two straight asymptotic lines and one planar curvature line. Its
image under the Gauss map is a spherical triangle with angles π

2 (between the
two asymptotic lines) and π

4 and π
3 .

The simple combinatorics of the curvature lines is shown in Figure 15 (right).
The only parameter corresponds to overall scaling or refinement.

4.4 Neovius’s surface

H. A. Schwarz [32] began to consider minimal surfaces bounded by two straight
lines and an orthogonal plane. His student E. R. Neovius continued and deep-
ened this study and found another triply periodic surface, see [22]. This surface
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Figure 14: Schwarz’s D surface (n = 4).

n

Figure 15: Schwarz’s D surface: boundary frame with symmetries (left) and
combinatorics of curvature lines of a fundamental piece (right).

has the same symmetry group as Schwarz’s P surface and was named C(P) by
A. Schoen.
Boundary conditions: One unit cell of the lattice of Neovius’s surface is
basically a cubical cell with one central chamber and necks out of the middle of
each edge of the cube; see Figure 16. By symmetry, it is sufficient to consider
one eighth of the unit cell. All the faces of this cuboid are boundary planes and
we have the same three planes of reflection symmetry and three lines of 180◦-
rotation symmetry as for Schwarz’s D surface; see Figure 15 (left). Therefore
a fundamental piece is a triangle bounded by one straight asymptotic lines and
two planar curvature lines. Its image under the Gauss map is a spherical triangle
with angles 3π

4 (between the two curvature lines) and π
4 and π

3 .
The combinatorics of the curvature lines is again very simple, see Figure 17.

4.5 Schwarz’s H surface

Schwarz’s H surface is another triply periodic minimal surface which was already
known to H. A. Schwarz, see [32, vol. 1, pp. 92–125].
Boundary conditions: Take the edges of two parallel copies of an equilateral
triangle as boundary frame for a minimal surface spanned in between them, as
in Figure 18. Then there are one plane of reflection symmetry parallel to the
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Figure 16: Neovius’s surface (n = 15).

n

Figure 17: Combinatorics of curvature lines of a fundamental piece of Neovius
surface.

triangles and three other orthogonal planes as symmetry group of the equilateral
triangle. Thus a fundamental piece is bounded by three planar curvature lines
and one straight asymptotic line; see Figure 19(a). Its image under the Gauss
map is a spherical triangle with angles π

2 , π
2 , π

3 ; see Figure 7.
The combinatorics of the curvature lines is shown in Figure 8 or 19(b). The

two parameters correspond to the side length of the equilateral triangle and to
their distance.

4.6 Schoen’s I-6 surface and generalizations

About 1970, the physicist and crystallographer A. Schoen discovered many
triply periodic minimal surfaces. His reports [30] were a bit sketchy, but H. Karcher [19]
established the existence of all of Schoen’s surfaces.
Boundary conditions: Similarly as for Schwarz’s H surface, take the edges
of two parallel copies of a rectangle as boundary frame for a minimal surface
between them. There are one plane of reflection symmetry parallel to the rect-
angles and two other orthogonal planes as symmetry group of the rectangle
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Figure 18: Schwarz’s H surfaces with different heights (left: m = 3, n = 3,
right: m = 3, n = 6).

(a) Boundary frame of Schwarz’s
H surface with a fundamen-
tal piece.

m

n

(b) Combinatorics of
the curvature lines
of (one half of) a
fundamental piece.

(c) Boundary frame of Schoen’s
I-6 surface with a fundamen-
tal piece.

Figure 19: Schwarz’s H surface and (a generalization of) Schoen’s I-6 surface.

(four in case of a square). Thus a fundamental piece is generically bounded by
three planar curvature lines and one straight asymptotic line; see Figure 19(c).
Its image under the Gauss map is a spherical triangle with angles π

2 , π2 , and π
4 .

There is one additional curvature line splitting the piece into two parts which
can easily be found be reflection symmetry in the case of squares.

For both parts the combinatorics of curvature lines are the same as for the
fundamental piece of Schwarz’s H surface; see Figure 19(b) or 8. The three
remaining parameters correspond to the side lengths of the two rectangles and
to their distance.

In an analogous way to the construction of Schwarz’s H surface and Schoen’s
I-6 surface, we may consider all regular symmetric planar polygons with sides of
equal length or to non-regular planar polygons with additional symmetry planes.
The fundamental piece is always combinatorially the same as for Schwarz’s
H surface. The only difference is the angle α = π

n for an n-gon. These minimal
surfaces may also be understood as an approximation to a piece of the catenoid;
see Figure 21 (left). The construction may easily be generalized to further
similar examples; see Figure 20 (right) and Figure 21 (right).
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Figure 20: Schoen’s I-6 surface (left, m = 7, n = 14) and a generalization
(right).

‘

Figure 21: An approximation of a piece of a catenoid using a polygonal bound-
ary frame (left, n = 10,m = 3) and a generalization (right, m1 = 3, n1 =
6,m2 = 7, n2 = 2).

4.7 Polygonal boundary frames

As a special class of Plateau’s problems, all non-planar, simple, unknotted poly-
gons can be considered as boundary conditions. The main task is to determine
the corresponding discrete combinatorics of the conformal parameter lines. The
number of different special cases increases with the number of boundary seg-
ments, so we confine ourselves to quadrilaterals, pentagons, and a cubical bound-
ary frame as one more complicated example. Since the boundary frame consists
only of straight asymptotic lines, we use the conjugate minimal surface from the
associated family for the construction, see Definition 2.13.

4.7.1 Quadrilateral

The minimal surface spanned by a quadrilateral with equal side lengths and
equal angles of π3 was the first known solution in the class of Plateau’s problems.
In 1865, H. A. Schwarz found the explicit solution [32, pp. 6–125]. About the
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same time, B. Riemann independently solved this problem [27, pp. 326–329]. His
paper [26] appeared posthumously in 1867. At the same time H. A. Schwarz
sent his prize-essay to the Berlin Academy. Later on, Plateau’s problem was
tackled for other polygonal boundaries, see for example the historical remarks
in [14, 23].

Figure 22: Two examples of discrete quadrilateral boundary frames: a sym-
metric version (left with α = β = γ = π/6, n = 9) and a general version
(right).
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β
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(a) Symmetric quadrilateral.

n
δ
m

γ

β

α

n
δ
m

γ

β

α

(b) General quadrilateral.

Figure 23: Boundary conditions and combinatorial parametrizations for sym-
metric and general quadrilaterals.

Given a non-planar quadrilateral of straight boundary lines, the combina-
torics of asymptotic lines is easily found; see Figure 23(b) (left). Then the cor-
responding curvature lines may also be determined, as in Figure 23(b) (right).
The two parameters correspond to a global scaling and the to a ratio of lengths
of the boundary segments. As explained in Remark 3.5, in general we do not ob-
tain exactly a given quadrilateral boundary frame but an approximation which
converges for a suitable choice of parameter values.

In the case of a non-planar symmetric quadrilateral the combinatorics of
curvature lines are obvious; see Figure 23(a). The only parameter corresponds to
a global scaling or refinement. Thus we can obtain any symmetric quadrilateral
boundary frame as the exact boundary of a discrete minimal surface.

4.7.2 Pentagon

In the symmetric case the boundary configuration allows a plane of mirror sym-
metry containing one boundary vertex and cutting the opposite edge. The re-
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Figure 24: Two examples of discrete pentagons: a symmetric boundary frame
(left, m = 4, n = 4) and a general boundary frame (right).

maining reduced domain is similar to the boundary conditions of Gergonne’s sur-
face and thus has the same combinatorics of asymptotic lines; see Figure 25(a).
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(a) Symmetric pentagon.
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(b) General pentagon.

Figure 25: Boundary conditions and combinatorics of asymptotic lines for
symmetric and general pentagons.

The general case is more difficult. In principle, there are two possibilities
for the combinatorial position of an additional umbilic point; see Figure 25(b).
The integer parameters correspond to lengths of boundary segments.

4.7.3 A cubical frame

As a last example consider a more complicated polygonal boundary frame as
illustrated in Figure 27(a). By construction, the minimal surface spanned by
this frame has two planes of reflection symmetry and yet two planar curvature
lines. A fundamental piece is therefore bounded by three straight asymptotic
lines and two curvature line. Its image under the Gauss map is a spherical
triangle with three right angles.

The possible combinatorics of curvature lines are depicted in Figure 27(b).
The three integer parameters correspond to the three edge lengths of the cuboid.
A minimal surface constructed by this boundary conditions is shown in Figure 26
(left) and can be continued across the boundary to result in a triply periodic
minimal surface. Of course, this example may be generalized to related prob-
lems. Figure 26 (right) shows an example of such a generalization.
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Figure 26: An example of a discrete minimal surface with cubical boundary
frame (left, first case of Figure 27(b) with k = 2, n = 4) and a generalization
(right).
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(a) A cubic bound-
ary frame and its
symmetry planes.
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(b) Different possible types for the combinatorics of curvature lines of
a fundamental piece.

Figure 27: A general cubical boundary frame.

5 Weierstrass representation and convergence of
discrete minimal surfaces

The convergence of the S-isothermic discrete minimal surfaces can easily be
deduced from the convergence of the orthogonal circle patterns, which are used
for the construction of the associated Koebe polyhedron, to the corresponding
smooth Gauss map. More precisely, we prove the convergence of the stere-
ographic projections of the spherical orthogonal circle patterns to the corre-
sponding complex Gauss map. Then the convergence of the corresponding S-
isothermic discrete minimal surfaces is obtained using a suitable discrete Weier-
strass respresentation.

5.1 Discrete Weierstrass representation

The classical Weierstrass representation relates a conformal mapping of the
complex plane, i.e. a bijective holomorphic mapping, to a smooth minimal sur-
face. In the discrete case, we take suitable orthogonal circle patterns with the
same combinatorics as discrete conformal mappings. This leads to an analogous
discrete Weierstrass representation formula.
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Theorem 5.1 (Discrete Weierstrass representation; [1, Theorem 6]). Let D be
an S-quad-graph. Let C be a planar orthogonal circle pattern for D . Denote the
centers and intersection points of this circle pattern by cC and pC respectively.
Then an S-isothermic discrete minimal surface F : V (D©s ) → R3 is given by

the following formula:
Let v1, v2 ∈ V (D©s ) be two vertices, which correspond to touching circles

of the pattern. Let y ∈ Vb(D) be the black vertex between v1 and v2, which
corresponds to the point of contact. Then the centers F (v1) and F (v2) of the
corresponding touching spheres of the S-isothermic discrete minimal surface F
satisfy

F (v2)− F (v1) = ±Re

r(v2) + r(v1)

1 + |p|2
cC (v2)− cC (v1)

|cC (v2)− cC (v1)|

 1− p2
i(1 + p2)

2p

 , (7)

where p = pC (y) and the radii r(vj) of the spheres are

r(vj) =

∣∣∣∣1 + |cC (xj)|2 − |cC (xj)p|2

2|cC (xj)− p|

∣∣∣∣ . (8)

The sign on the right-hand side of equation (7) depends on the label of the edge
connecting v1 with v2.

5.2 Convergence of discrete minimal surfaces

The discrete Weierstrass representation and its smooth analogon are the basis
of our convergence proof. In fact, note that C∞-convergence of the orthogonal
circle patterns to a conformal mapping implies the C∞-convergence of the as-
sociated discrete S-isothermic minimal surfaces (suitably scaled and translated)
to the corresponding smooth minimal surface.

We restrict ourselves to the class of (discrete) minimal surfaces which are
bounded, homeomorphic to a disk, and have a boundary curve consisting of pla-
nar curvature lines or straight asymptotic lines. As a simple example, consider
a part of Schwarz’s D surface.

First, we fix some notation. Let SGD be the regular square grid cell de-
composition of the complex plane, that is the vertices are V (SGD) = Z + iZ
and the edges are given by pairs of vertices [z, z′] with z, z′ ∈ V (SGD) and
|z − z′| = 1. Bicolor the vertices V (SGD) such that the black vertices are
Vb(SGD) = {n+ im ∈ Z+ iZ : n+m = 1 (mod 2)} and the white vertices are
Vw(SGD) = {n+ im ∈ Z+ iZ : n+m = 0 (mod 2)}.

Adding circles of radius 1 with centers at the vertices Vb(SGD) leads to an
isoradial circle pattern filling the whole complex plane, where circles intersect
only orthogonally or touch.

Definition 5.2. Consider a cell decomposition of a two-dimensional manifold
which is isomorphic to a subset of SGD and let G be its bicolored graph. An
SG-circle pattern with the combinatorics of G is a configuration of circles, such
that to each white vertex of G there corresponds a circle (all with the same
orientation). If two vertices are incident to the same face then the corresponding
circles intersect orthogonally. Furthermore, if two vertices are incident to the
same black vertex of G but are not incident to the same face, the corresponding
circles touch and have disjoint interiors.
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Let D be simply connected bounded region in the complex plane whose
boundary is a convex kite with straight edges, or a stereographic projection of
a convex spherical kite whose edges are parts of great circles and lying strictly
within one half-sphere. Let R = {x+ iy : x, y ∈ [0, 1]} be the closed unit square
in R2 ∼= C.

For n ∈ N, denote by SGn the cell decomposition SGD scaled by the factor
1/(2n) > 0. Denote the subdecomposition corresponding to all vertices of SGn
contained in R by SGRn . By abuse of notation, we will not distinguish between
the abstract cell decomposition SGRn and its embedding into R. The isoradial
orthogonal circle pattern of all circles with the same radius 1/(2n) and centers
in the white vertices Vw(SGRn ) is denoted by Cn. The four vertices a + ib ∈
Vw(SGRn ) with a, b ∈ {0, 1} at the corners of R will be referred to as corner
points of R.

Assume that for each n ∈ N there is an SG-circle pattern CDn with the
combinatorics of SGRn such that all boundary circles intersect the boundary ∂D
orthogonally and the circles corresponding to corner points of SGRn intersect the
two corresponding boundary arcs of ∂D orthogonally. In the case of a convex
kite (i.e. straight edges), the existence of CDn is guaranteed by Theorem 3.4. The
general question on existence for the spherical case is still open, see Section 3 and
[1] for further remarks and special cases. Nevertheless, existence can be proven
for some special cases, for example for a symmetric spherical quadrilateral with
angles α = 2π/3 = γ, β = π/2 = δ. This choice of angles leads to four
fundamental pieces of Schwarz’s D surface bounded by four planar curvature
lines, see Section 4.3.

Given the cell decomposition SGRn , we can easily obtain a triangulation
by adding edges between white vertices which are incident to the same face.
Given the circle patterns Cn and CDn , we denote the embeddings of the above
triangulations by Tn ⊂ R and TDn ⊂ Dn respectively. Here Dn is the convex hull
of the centers and the intersection points of CDn . Note that all triangles of Tn
and TDn are right-angled. Now we construct a homeomorphism corresponding
to the circle patterns which approximates a given conformal mapping from R
onto D.

Fix a conformal homeomorphism from R onto D which maps the corner
points of R to the corner points of D. Let gcorn be the restriction of g to
the corner points of R. Denote by gcornn the corresponding bijective mapping
which maps the corner points of R to the corresponding centers of circles of
CDn . As approximating mapping we define gn : R → Dn to be the simplicial
map determined by the correspondence of vertices and edges of Tn and TDn
which agrees with gcornn at the corner points. Recall that a simplicial map for
two triangulations as Tn and TDn maps vertices to corresponding vertices and is
linear on every triangular face. An example of Cn and CDn – and hence gn – is
given in Figure 28.

For abbreviation we denoteR∗ = R\{corner points}. Compact sets K ⊂ R∗
will always mean compact subsets of C with respect to the standard metric
which are contained in R∗. Furthermore, we define the radius function rn :
Vw(SGRn )→ (0,∞) of CDn which assigns to every white vertex the radius of the
corresponding circle of CDn . Now we can state our convergence result:

Theorem 5.3. The mappings gn converge to the unique conformal homeomor-
phism g : R → D which coincides with gcorn at the corner points. The con-
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Figure 28: An example of two corresponding orthogonal circle patterns filling
a square and a kite-shaped convex quadrilateral respectively.

vergence is uniform on R and in C∞ on compact subsets of R∗. Furthermore,
the quotients of corresponding radii, 2nrn, converge to |g′| in C∞ uniformly on
compact subsets of R∗.

A detailed version and a generalization of Theorem 5.3 as well as a proof
can be found in [10, Chapter 7] or in [11].

Remark 5.4. If the angle of D at a corner point is π/2 then the convergence
is also in C∞ on compact sets of R including the corresponding corner point.

Instead of R, we may consider the rotated region R′ = eiπ/4R and the part
of SGn contained in R′. Note that the corresponding combinatorics differ from
SGRn . Theorem 5.3 also holds in this case.

Theorem 5.5. Let D be the projection of a symmetric spherical quadrilateral
Q ⊂ S2 bounded by parts of great circles which is entirely contained in one half
of the sphere. Assume that for all n ∈ N orthogonal circle pattens CDn with the
combinatorics of SGRn exist such that all boundary circles intersect the boundary
∂D orthogonally and the circles corresponding to corner points of SGRn intersect
two corresponding boundary lines of ∂D orthogonally. For n ∈ N, define gn as
in Theorem 5.3.

Let Fn be the discrete minimal surface obtained from the stereographic pro-
jection of CDn by dualization and scaled as in Theorem 5.1. Then the scaled
S-isothermic discrete minimal surfaces Mn corresponding to 1

n2Fn converge uni-
formly for the images of compact subsets of R∗ to a smooth minimal surface M .
The stereographic projection of the Gauss map, determining M up to translation
and scaling, is given by the conformal map g : R → D.

The proof is a straight forward application of the Weierstrass Representation
Theorem 5.1, see also the proof of [1, Theorem 9].
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